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Abstract

We consider the problem of reconciling two remote stringgditrary and unknown similarity using minimum
communication, which is at the core of some important proisién networking, cryptography, genetic engineering,
and even linguistics. Though this problem is efficiently wmible into a set reconciliation instance, for which
efficient solutions exist, this conversion may introducebanuity in the decoding process, which may require
significant communication and computational resourcesetmlve. We leverage some recent advances in efficient
unique decodability of strings to reduce decoding ambyguihd thus pave the way for a practical implementation
of this string reconciler. For certain random strings andame ideal cases, our approach reconciles two length
strings that differ ina edits (witha not known a priori) usingD (ozlog2 (n)) communication.

A version of this article appeared as:
« A. Kontorovich and A. Trachtenberg, “String reconciliatiovith unknown edit distance”, IEEE ISIT 2012,
Boston, USA.

I. INTRODUCTION

The problem of efficiently reconciling similar strings isnfilamental to a variety of problems. Within a biological
context, this problem is related to sequencing of DNA frorarsiheads [5] and reconstruction of protein sequences
from K-peptides [22]. Communications protocols [1, 3] att# to identify differences between related documents
using string reconciliation, and fuzzy extractors [8] eaypkimilar techniques to match noise-prone biometric
data to baseline measurements in a cryptographically sdleshion. Even computational linguistics uses related

approaches to learn transformations on varying-lengtiiessees [21].
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A. Approach

Our approach extends and, in many ways makes practical,rtdtecpl in [1], which effectively translates the
edit distanceproblem into aset reconciliationproblem. The transformation is accomplished through the afs
shingling [3, 4], wherein a string is divided into overlapgisubstrings (calleghingle3. Two remote strings are
thus reduced to sets of shingles, which can be reconciledegffiy using existing approaches (e.g. [16, 17]).

Once a remote string’s shingle set is known, the shinglesbeapieced together to determine the remote string.
The problem is that, in general, there may be a large numbegyos$ible string reconstructions from a given
collection of shingles, equal to the number of Eulerian egdh the corresponding de Bruijn graph. For example,
the shingles

{at,an, ka, na, ta} Q)

can be combined into the striigitana or kanata.

The work in [1] proposed two solutions to the reconstructambiguity. The first involves enumerating all
(possibly exponentially many) Eulerian cycles in the gragid transmitting the index of the cycle producing the
desired string; this can require significant computatisaaburces and may incur an additional communication cost
superlinear in the number of shingles. An alternate saluiiothe same work shows that if all shingles are of a
certain minimal length, roughly logarithmic in string lehgthen there is likely just one possible reconstruction;
that solution views strings unrealistically as independerd identically distributed (iid) bits, and it also onlywgs
a probabilistic assurance of unique reconstruction.

In this work, we propose a third solution based on the thebgn@uely decodable strings, wherein we efficiently

tailor the shingles so as to guarantee exactly one possbtmstruction.

B. Outline

We begin in Section Il with an overview of related work fronetiformation theory and theoretical computer
science communities, followed in Section Il by a techniegposition of the existing approach to string reconcilia-
tion on which this work is based. Section IV summarizes r@hwork in [13] for efficiently determining whether a
string has a unique decoding. Our new string reconciligpiariocol based upon an automaton for detecting unique

decodability is described in Section V. We close with codoig remarks in Section VI.

IIl. RELATED WORK

1) Edit distance: The problem of determining the minimum number of edits (itisas or deletions) required
to transform one string into another has a long history inliteeature [6, 11]. Orlitsky [18] shows that amount
of communicationCs (z, y) neededto reconcile two strings: andy (of lengths|z| and|y| respectively) that are

known to be at mosfi-edits apart is at most

Calx,y) < f(y) + 3log f(y) + logd + 13,
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for

g ((M157)) < 1 <o ((M157) ) + s10mta)

although he leaves an efficient one-way protocol as an opestiqa.
The literature includes a variety of proposed protocolsttiis problem. Cormode et al. [7] propose a hash-based
approach that requires a known boufadn edits between: andy (assuming, without loss of generality, thais

the longer string) and communicates at most

2yl
«

4alog(

)log(2&) + O <a lognlog 1og(?)> @3]

In +—
bits to reconcile the strings with probability of failuee
Orlitsky and Viswanthan [19] propose a interactive protdbat does not need to know the number of edits in

advance and requires at most

2arlog [y| (log |y| + loglog [y| +log(1/€) + log @)

bits of communication.

Other approaches include those of Evfimievski [10] for sredit distances, Suel [23] based on delta-compression,
and Tridgell [24] which presents the computationally effitti (but potentially communicationally inefficient) rsync
protocol.

2) Unique Decoding:It was shown in [14] that the collection of strings having dque reconstruction from
the shingles representation is a regular language. Anaéixpbinstruction of a deterministic finite-state automaton
(DFA) recognizing this language was given in by Li and Xie][13nfortunately, for an input alphabét, this DFA

has
QIE\(|E| +1)(|Z] + 1)(\E|+1) e 90(IE]log|X])

states, and thus does not seem practical except for very alphbbets.

Our work in [13], briefly summarized in Section IV for sake afrapleteness, has demonstrated that there is no
DFA of subexponential size for recognizing this languagel, anstead, exhibited an equivalent NFA with{|%|?)
states, which we shall utilize in this paper.

There has also been work on the probability of a collectiorstihgles having a unique reconstruction. The
authors in [1] show that we can expect a unique decoding fbstsings of identically distributed, independent
random bits as long as the substrings are roughly logaritimihe size of the overall decoded string (a precise
statement is provided in Section V).

The work in [9] also provides evidence of a high probabilitff tmique decoding for logarithmically sized
substrings, and includes generalizations to non-binad/eren non-uniformly random characters for the strings.
This is extended in [2] to categorize the number of decodings given collection of shingles, and [20] considers

decoding from regularly gapped collections of substrings IDNA sequencing framework.
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IIl. BASE PROTOCOL

We next present the string reconciliation approach in [Hjjclv is based on a transformation to an instance of

the set reconciliation [17].

A. Set reconciliation

The problem of set reconciliation seeks to reconcile twoatensetsS 4 andSg of b-bit integers using minimum
communication. The approach in [17] involves translatiagedements into an equivalecharacteristic polynomial
so that the process of set reconciliation is translated amt@quivalent problem of rational function interpolation,
similar to Reed-Solomon decoding.

The resulting algorithm requires one message of roughiybits of communication andm?3 computation to
reconcile two sets that differ im entries. As such, two sets of a billiGd2-bit integer that differ in three integers can
be reconciled with roughl96 bits of communication. The approach can be improved to érpée: communication
and computation through the use of interaction [16] and geized to multisets (straightforwardly) and arbitrary

error-correcting codes [12].

B. String reconciliation

A string o can be transformed into a multisgtthrough shingling, or collecting all contiguous substeraf a
given length. For example, shingling the strikatana into size2 shingles produces the multiset in (1). As such, in
order to reconcile two strings, ando g, the protocol STRING-RECON first shingles each string, tregonciles
the resulting sets, and then puts the shingles back togettoestrings in order to complete the reconciliation. It is
important to note that if two strings differ by edits, then they will also differ i©(«) shingles, as long as shingle
size is a constant.

The process of putting shingles of lendtiback into a string involves the construction of a modified daijB
graph of the shingles. In this graph, each shingle corredptman edge, with weight equal to the number times the
shingle occurs in the multiset. The vertices of the graphadirkengthl — 1 substrings over the shingling alphabet;
in this manner, an edge(u,v) corresponds to a shingleif « (resp.v) is a prefix (resp. suffix) ok. A special
characte$ used at the beginning and end of the string in order to marKitsieand last shingle.

An Eulerian cycle in the modified de Bruijn graph, startingha first shingle, necessarily corresponds to a string
that is consistent with the set of shingles. Unfortunatigre may be a large number of such strings, requiring

either the enumeration of a specific cycle of interest or lagrotvay to guarantee only one possible cycle.

IV. UNIQUE DECODING

Our string reconciliation approach hinges upon the abiiityefficiently discern whether a string is uniquely
decodable from its shingles. To this end, we next summahieedlevant work in [13] for the explicit construction
of a deterministic finite-state automaton (DFA) recogrgzéxactly such strings, and an equivalent, but more efficient

non-deterministic finite-state automaton (NFA).
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A. Preliminaries

We assume a finite alphabEt along with a special delimiter charact®r¢ %, and defineXg = ¥ U {$}. For
k > 1, the k-gram map® takes stringr € $*$ to a vectoré € Nt where¢;, ;. € Nis the number of times
the stringi; .. .4, € ¥* occurred inz as a contiguous subsequence, counting overlaps. Notettibagh we focus
this section on thdigram case wherk = 2, we will subsequently employ these results for the genaasék > 2.

As we have seen in the introduction, the bigram nbap$:*$ — N=% is not injective; for examplep ($katana$) =
D ($kanata$).

We denote byL,u, C X* the collection of all stringsv for which
O H(D(Sw9)) = {$uw$}

and refer to these strings asiquely decodablemeaning that there is exactly one way to reconstruct them fr
their bigrams. The inducebligram graphof a stringw € X* is a weighted directed grapff = (V, E), with
V =3%g and E = {e(a,d) : a,b € Xg}, where the edge weight(a,b) > 0 records the number of times occurs
immediately beforeb in the string$w$. Finall, we will denote the omission of a symbol from the apht by
Yz =X\ {z} forzeX.

B. Construction and simulation of the NFA
Forxz € ¥ anda, b € ¥z, the languages
Ipap =L (Z azXidy")
and
Joap = L (S aXibs)
form the obstruction language

Kz,a,b = Iz,a,b N Jm,a,ba

whose elements are calletbstructions The language of all obstructions is thus

LOBST: U U Km,a,b- (3)

x€YX a,beX
The work in [13] provides a canonical DFA that recogniZés,, , with 9 states, regardless &f. Over allx € ¥

anda,b € 3z, there are

ZZ] =1+ (%] = D% - 2)) (4)

distinct obstruction languages, whose union can thus bepaed by an NFA ofD(|3|%) states.
The main theorem is thus that the language of obstructiormdsisely the complement of the language of

uniquely decodable strings.
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Theorem 1 ([13]).
LOBST =X \ LUNIQ'

The result of Theorem 1 is that the NFA acceptiiig , ,’s can be used to efficiently test for unique decodability.

V. STRING RECONCILIATION

We next propose the main protocol of our paper for string metiation, as an amalgam of Section 1l and the

work in [13], presented as a high-level description in Peotdl.

A. Definitions

Our protocol is fundamentally based on the concept shiagling as used in Section Ill. Recall thatshingle
s = 8182...8; IS simply an element 0}3;. For two shingless = sy1s5...s; andt = tyts...t;, We write s Lotif
there is some lengtk [ suffix u of s that is also a prefix of, or, more precisely, if we can rewrite= s’u and
t = ut’ for stringss’, " and|u| > I. We define thenon-overlapping concatenation® ¢ as the concatenatiosiut’,
wheres = s'u, t = ut’ and|u| =1 — 1. For examplekata 2, tana andkata © tana = katana.

For a fixedl, the sequence of shingles L2 b L stis said torepresentthe wordw € ¥* if w =
sLOs20...@st andst < sitl for all i. If § = {st,...,s'} is a multiset of shingles, we will usé~*(S) c ©*
to denote the collection of all words represented $iyMore formally, definell = TI(S) to be the set of all

permutations ort = | S| elements with the property thaf® <5 s7(+1 for all i. Then®~(S) is
{w ey $uws=sVosPo.. . 05 re H} )

We refer to the members @ ~1(S) as thedecodingsof S, and say tha$s is uniquely decodable if®—1(S)| = 1.
An shingling I of a wordw = wy ... wy; € X* is a set of substrings af that represents). We say thatl is an
uniquely decodable shingling of if @~ (I(w))| = 1.
As a simple example, consider the string= katana with the shingling/(w) = {$k, ka, at, ta, an, na, n$}. As
we saw in the introduction, foi=2, I can be alternately decoded intanata and is thus not uniquely decodable.
However, if the second and third shingles are mergeddrdpthat the shingling becomgsk, ka, ata, an, na, n$},

and then there is exactly one decodihgtana.

B. Details

Protocol 1 transforms a string that is not uniquely decogldbto one that is by merging shingles. Several
important details of Protocol 1 require explanation andopaf correctness.

1) Steps 1 and 2The first two steps of the protocol derive from the base paitdescribed in Section Ill. Note
that/ is an implementation parameter.

2) Step 3:The expressiors? represents the multiset of shingles that have been seerr.db ifamodified, by
combining shingles as necessary in the subsequent stepsleinto ensure unique decodability. If full reconciliatio
is desired (i.e. both hosts know the other host’s string, @®sed to just one host having this knowledge) then

Steps 3 and 4 are similarly run on the remote host withSéet
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1. Splite into a setS,, of length/ shingles, with the-th shingle of the string denoted. Similarly split 7 into
Sr.
2. Reconcile set$, and S..
3. The first host set§? «— {sg}.
4. For i from 1 tolo| -1+ 1 do
S «— STt U {s;}
While S¢ is not uniquely decodable

Merge the last two shingles added $§.

5. Exchange indices of merged shingles.

6. Uniquely decode5? and Si on the remote hosts.

Protocol 1: Reconciliation of remote strings and 7.

3) Step 4:In merging two shingless, and s;, we are simply computing the non-overlapping concatenatio
Sq = S84 © sp, as defined earlier. Since the shingles are contiguous aseldban an initial length shingling,
we know necessarily that, RS sp. Furthermore, it is clear that such merging will always, reuelly, lead to a
decodable set of shingles because, at worst, the protosoltsen just one shingle representing the entire string,
which is necessarily uniquely decodable.

The main challenge of this step is in checking whether a géedrof shingles is uniquely decodable. This can be
done by considering the de Bruijn graph of the shingles. Téréoes of this graph are the lengdth- 1 prefixes and
suffixes of the shingles, and the edges correspond dirextbhingles, as described in Section Ill. Clearly a given
set of shingles is uniquely decodable iff there is a uniqukefian cycle through this graph. At the same point, if
we were to relabel all vertices with distinct charactersrawdictitious alphabek’ of cardinality S, then we can
view the graph as a bigram graph ovef. In other words, determining the unique decodability of shéngle set
is equivalent to determining the unique decodability of ringtcorresponding to an arbitrary Eulerian path in the
graph, and this can be tested using the machinery describ8ddtion V.

4) Step 5:Each host needs to know which shingles were merged on thelotisein order to produce a uniquely
decodable multiset of shingles. Since each merge involi/ésaat one shingle of length it suffices to exchange
a list of indices of length shingles that are involved in a merge. The index can be choapanically from an
alphabetically ordered list of all shingles.

The success of the protocol relies upon having as few mergetipns as possible, since, at woesteryshingle
is merged in this step, requiringlogn bits of communication for a shingle set of size In the best case, no
shingles are merged and the communication complexity ofptteeocol is directly related to the edit distance
between reconciled strings.

Though it is hard to give precise bounds on the number of $snipat are merged in this step, the work in [1]

provides some guidance for random strings. Specificallysfongs ofn random bits, in which each bit i& with
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Fig. 1. A de Bruijn graph corresponding to the strifkatan.

Fig. 2. A uniquely-decodable de Bruijn graph correspondimghe string$katana$.

probability p > 0.5, then we can expect each node in the de Bruijn graph of lehgthingles to have only one
outgoing edge (implying unique decodability) if

W (=In(p)p™)

I<n+1+
Inp

; ®)

whereW (-) is the Lamber#¥” function. Whenn goes to infinity, then (5) i) (log(n)), meaning that logarithmically
sized shingles should avoid communicationally expensieeges.
5) Step 6: The resulting collection of shingles can only be decodednia way, which can be provided by any

efficient algorithm for generating an Eulerian cycle througe graph.

C. Example

We next present an example of Protocol 1 in action.
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Consider two remote hosts, one with the string- katana and the other with the string = kanatas. In Step 1

of the protocol, the two hosts produce the set of lerigth2 shingles
So = {$k, ka, at, ta, an, na, a$}

and

S = {%k, ka, at, ta, an, na, as, s$} .

In Step 2, both hosts utilize a set-reconciliation protdooteconcile their shingle sets. At the end of this step, the
first host knowsS.. and the second host know, .
In Step 3, the first host sefs) = {$k}, corresponding to its first shingle. Then, in Step 4, the leagends this

until it reaches a non-uniquely decodable multiset:

Sl = {$k,ka}

S2 = {$k,ka,at}

S3 = {$k ka,at,ta}

S* = {$k ka,at,ta,an}

S5 = {$k ka,at,ta,an,na}

To notice thatS? is not uniquely decodable, the host considers the de Brugplgin Figure 1 and runs the
NFA described in Section IV on the corresponding alphgl$ek, a,t,n} for the prefix$katana formed from an
arbitrary Eulerian path through the graph (startingshat

Correcting the non-unique decodability 8¢ involves merging shinglesn andna into ana, and then again with

shingleta into tana. The resulting shingles
S2 = {$k, ka, at, tana}
are uniquely decodable, and Step 4 continues without furtrerges to produce
S6 = {$k, ka, at, tana, a$}.

In Step 5, the host must communicate the fact that it had ndergeand na into the shingleana, and then merged

ta into ana to gettana. This involves transmitting the indices of andta in the alphabetical ordering &, :
[$k, a$, an, at, ka, na, ta];

as such, the host transmit the integ2rand6.
Finally, the remote host produces a de Bruijn graph of theghisetS¢, with vertices corresponding to a length
I —1 =1 prefix and suffix of each shingle, as in Figure 2. There is omlg decoding of this de Bruijn graph,

namely the stringskatana$.
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D. Communication Complexity

Only Steps 2 and 5 in Protocol 1 transmit data.

For two strings of length differing in « edits, Step 2 will requireD(« [?) bits of communication for the
implementation parametér Step 5 will require betweet andn log(n — [ + 1) communication, depending on the
decodability of the string.

When the two strings are composed of random iid bits, thedeuthe appropriate choice éfrom (5), we can

expect that no merging is needed giving an overall commtinic&omplexity that isO (a logQ(n)), for largen.

VI. CONCLUSION

We have provided a novel algorithm for string reconciliatiby combining an existing approach based on
transformation to set reconciliation with an efficient me#or testing the unique decodability of a string. In the best
case and in certain random cases, our approach provides putationally efficient and nearly communicationally
optimal protocol for string reconciliation, although weale® open a precise categorization of when or how often

this best case appears in practical situations.
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